Seminar Report on “Word Embedding in
Natural language Processing”

1. Date of the Seminar/Workshop: 13-04-2022
2. Title of the Seminar/Workshop: “Word Embedding in Natural language Processing”

3. Name of the Speaker/Resource person with Affiliation with the institute/industry:
Mr. Cletus Agnello Dsouza

Industry: - Mastek

Designation: - Software Engineer

4. Venue of the Seminar/Workshop: Platform used-Google meet

5. Duration of the Seminar: 1 hour (9.00 am to 10.00 am)

6. Conducted For: Students of final year computer Engineering

7. Objective of the Seminar/Workshop /Curriculum Gap identified/Other than that:

The objective of the Seminar was basically to ensure that the students get acquainted to
new methodologies of word embedding techniques so that they can use this information for
developing projects in NLP. This workshop was conducted to draw the attention of all towards the
challenges in word embedding methodologies and use some of them in extracting features from
text data so that they can be represented in vector form and be fed into any machine learning
training algorithms for extracting information from textual data.

8. Contents of the Seminar/Workshop:

The one hour period was very interactive and aroused key enthusiasm among students.
The speaker started with

- A layman’s perspective on personal and professional ethics

- Why am | (Dr Vikram V. Shete) qualified to give this seminar?
- What is Ethics?

- Why do | need any ethic?

- Miracle in the Andes @3750 meters on Oct 131, 1972

- Ethical Dilemma

- A quick survey on Ethical Dilemma

- Paradigms of Ethical Dilemma

- Professional Ethics

- Professional Ethical Dilemmas

- Closing thoughts



9. Description of the Entire Event

The Computer Department at St. Francis Institute of Technology hosted a seminar on “Word
Embedding in NLP” on Monday, April 13 , 2022, from 9.00 am to 10.00 am, online via Google
meet.

There were approximately 100 student participants and 2 faculty participants who attended the
seminar. The opening remark was given by Ms. Vincy Joseph where she introduced the Speaker,
Mr. Cletus Dsouza.

Further, the speaker took over the session and started off the session. The summary of the session
can be interpreted from the slides given below:

Word Embedding in Natural language
Processing

Cletus Agnello Dsouza
(cletus0896dsonzaf@omail com)
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Introduction

NLP 13 an area of computer science and arfificizl imtelligence
concerned with interaction between computer and human
languages , in particular how to program computers to process and
analyze large amount of language data

* For Example Movie Reviews | product reviews etc

:ﬁ Cuppantive Amalyss of Algorithmes used in Sentisnent Analvsis of Tweets ]

MLP Basic




Tokenization

Tokenization is the process of breaking up the orginal
text into component pieces(tokens).

Tokens helps us understand the meaning of the text and
their relationship with one another

Tokenization
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Stemming and Lemmatization

Stemming 13 a techmgue used to extract the base form of the
words by removing affixes from them. It 15 just ke cuthng
down the branches of a tree to its stems. For example, the stem
of the words eafing, eafs, eaten 15 eaf.

Lemmatization technigue is like stemming. The output we will
get after lemmatization 15 called “lemma’, which 15 a root word
rather than root stem, the output of stemming. After
lemmatization, we will be getting a valid word that means the
zame thing.




Farts of speech tagging
And
Mamed Entity Recognition

Part of speech tagging

Farts of speech tagging simply refers to assigning parts
of speech to individual words in a sentence, which
means that, unlike phrase matching, which is performed
at the sentence or multi-word level, paris of speech
tagging is performed at the token level.

POS taggmng can be really useful, particularly if you have
words or tokens that can have multiple POS tags. For instance,
the word "google” can be used az both 2 noun and verb,
depending wupon the comtext While processing natural
language, 1t 13 important to idemtify thiz difference.
Fortunately, the spaCy library comes pre-built with machine
learning  algonthms that, depending upon the context
(swroundmg words), 1t 15 capable of returming the correct POS
tag for the word.
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Named Entity Recognition

« MNamed entity recognition refers to the identification of
words in a sentence as an entity e.g. the name of a
person, place, organization, etc. Let's see how the
spaCy library performs named entity recognition

« Word Embedding Module
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* Many Machime Leaming algonthms and almost all Deep
Leaming Architectures are mcapable of
processing sirings or plain fext m their raw form. They require
numbers as mputs to perform any sort of job, be 1t
classification, regression, etc. m broad terms.
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Ti-idf

* The number of times 2 word appears in a document divded by

the total number of words mn the document. Every document
has 1tz own term frequency.

t .f- 7
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The log of the number of documents divided by the number of
documents that contam the word w. Inverse data frequency
determines the weight of rare words across all documents in

the corpus.
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Bag of word (Word2Vec)

WardIvec which could leam the syntactic and semantic mformation fom a
large wumber of wumarked data.

Whard2WVec the ideas of desp learning maps each ward into 2 word vector of
k dimenszion through fraiming amd caloolates simdlsrity vector space
bemwean word vector formsally by cosine distance fo represent semantic
similarity of text

Whard2Ver has two models CEBOW and =kip gram

Chowr predicts corrent word fom cantext while

Ekip gram pradicts confext from carrent ward.
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Word2Vec Continue

* Word2Vec treats text st a3 input. and generates the cormresponding words
vector quickly and efficiently through the waminz Because of the word
vector capturing semantic characteristics betwsen words in a natural

language.
cBOW Skip-Ngram
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Fig No 1 : word2vec diagram

* Companative Amalyss of Algorithims used in Sentiment Analysas of Twees 15

Word2Vec Cont. ...

-y -
» - R L R R T R T
s - - . . 8 & .
1 s L ] . . Bl L
. A Conmruet eem . v . 8.9 0 ‘
S —— L L B N I L . . . -~ L
Paresov ety Irevpaency yoctkor el BEREREE . '
appent fon positive H sati :
evisee Gt 4 2.0 M 4
B — — - . e .
B B B ) 1

e l
= | = |
. g — — —

— e

} Wit 8 SEME VRN L LN ne

- R B B B BN BN B B B AR A AN

— - e P

) , e LR N B B B B B BE IR R B A B

3 . L IR ) L ] L LR B B B B

P "“"“""*"‘"" S — Jessssuddsesine

Negetively | TFgaemwy veosnr - TR R TR

[ I nepsive iy tssdittsesenens

) | . - BAMM BN AN An

Qopiasssty o irwnts = S— B AR AN A ERNAEYS

- 5 e SR8 B2 L E AR R
4 a

* 16




Word2vec CBOW (Continuos Bag OfWords)

= In BOW modsl 3 sentence or 3 document iz considered a3z 2 "Bag
containing words, It will take into acconmt the words and their feguancy of
pocurrsnce in the sentemce aor the dooument disregarding semantic
relztionship in the sentances.

= if Bag of Word: model iz zpplisd to Say 2 ‘Dooument X7, the ward
poourrence frequency will be caloulated fior all the words in the document
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w Compantive Amalyss of Algorithims used in Sentiment Analy=is of Tweets

Word2vec Continuos Bag of word

= “Bag-of-words":
The frequencies of varioos words appeared m each toest
e

N
= Irr = djl

e R LT
Whers it , d) iz the mumber of times tanm t appears in document d
amd
Log function iz the inverse docwment Traguency with dooumsants with

term

M iz total momber of document.
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Word2Vec SkipGram Model

Coszine Smmilarities iz uszed by skip sram model m Word2vec in order to
find zirmilar context in two Docurmants

Technically it is using the default word cloud build by Google which has
calculated similarities betaeen words wrt content like good or bad
Example

Semtemcel : Mo loves me more thas dad loves me.

Sentance?: Grandbdorm loves me more than hlom loves mea

M

Word2Vec SkipGram Model

UsiNg  similarity ( p.q) = cos @ =

Ulnigue Whord = (he hom loves Dad than more likes Grandmon)

Mow we count the mamber of timmes each of these word appears in each teot
and build vectors

a=[20110211];b=[21101111]

(cosine similarity of 2 and b= 0812
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At the end of the session, everyone turned on their cameras and took a virtual group photo. Ms.
Vincy Joseph gave our speaker a vote of gratitude and useful input on this information-packed

webinar, and the webinar was ended on this note. The students had a better understanding of word
embedding a result of this session.

Session Photographs
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